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ABSTRACT 

There is a lot of research being done on detecting human emotions. Emotion detection models are developed based on 

physiological data. With the development of low-cost wearable devices that measure human physiological data such as 

brain activity, heart rate, and skin conductivity, this research can be conducted in developing countries like Southeast 

Asia. However, as far as the author's research is concerned, a literature review has yet to be found on how this research 

on emotion detection was carried out in Southeast Asia. Therefore, this study aimed to conduct a systematic review of 

emotion detection research in Southeast Asia, focusing on the selection of physiological data, classification methods, 

and how the experiment was conducted according to the number of participants and duration. Using PRISMA 

guidelines, 22 SCOPUS-indexed journal articles and proceedings were reviewed. The review found that physiological 

data were dominated by brain activity data with the Muse Headband, followed by heart rate and skin conductivity 

collected with various wristbands, from around 5-31 participants, for 8 minutes to 7 weeks. Classification analysis 

applies machine learning, deep learning, and traditional statistics. The experiments were conducted primarily in sitting 

and standing positions, conditioned environments (for developing research), and unconditioned environments (applied 

research). This review concluded that future research opportunities exist regarding other data types, data labeling 

methods, and broader applications. These reviews will contribute to the enrichment of ideas and the development of 

emotion recognition research in Southeast Asian countries in the future. 
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1. INTRODUCTION 

 

Detection of human emotional status, which is a 

development of human activity recognition (HAR), is 

currently an area that is widely practiced and provides 

broad contributions covering various applications (Al-

Nafjan et al., 2017; Saganowski et al., 2020). In the realm 

of Ergonomics, the detection of emotional status is 

important to find out how the human body responds to its 

emotional state in response to working environmental 

conditions (Noelke et al., 2016; Mullins & White, 2019). 

Product design (Yadollahi et al., 2017), and even received 

service quality (Alsaggaf & Althonayan, 2018; Jain et al., 

2018). Understanding changes in human emotional 

conditions like this can help to improve current 

environmental conditions or designs. Nonetheless, there 

are still wide opportunities to be mapped regarding this 

field, especially in developing countries, that will be 

beneficial for enlightening researchers to conduct further 

research. 

Systems or models built to detect human emotional 

status can be carried out by utilizing various types of 
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human physiological data (Al-Nafjan et al., 2017; 

Saganowski et al., 2020; Akçay & Oğuz, 2020)  as well as 

subjective data (Akçay & Oğuz, 2020) collected through 

a variety of subjective emotional assessment tools. 

Physiological data that can be used include data on brain 

activity (Nakisa et al., 2018; Lu et al., 2019), skin 

conductivity (Pollreisz & TaheriNejad, 2017; Schmidt et 

al., 2018; Feng et al., 2018), eye movements 

(Alghowinem et al., 2013; Krithika & Priya, 2016), and 

also body heart rate (Dao et al., 2018; Fernández-Aguilar 

et al., 2019). The type of device can be in the form of fixed 

and complex medical measuring instruments such as 

medical electroencephalography (EEG) (Al-Nafjan et al., 

2017) and electrocardiography (ECG) (Akçay & Oğuz, 

2020). In addition, various wearable devices are currently 

used to collect physiological data such as smartwatches 

(Fernández-Aguilar et al., 2019; Kamdar & Wu, 2016; 

Yang et al., 2020). Portable EEG (Suhaimi et al., 2018b; 

Teo & Chia, 2018) and even smartphones (Yadollahi et 

al., 2017) to measure anthropometric motion through the 

accelerometer and gyroscope sensors embedded in them. 

Participants can verify the data generated by the human 

organ activity recording device by filling out a 

questionnaire. Based on a certain level or classification of 

emotions, this questionnaire indicates the emotional status 

of the respondent. Emotional status classification can be 

in the form of categorical status (Nguyen et al., 2017; 

Wahyono et al., 2022), such as happy, sad, angry, etc., or 

in the form of an arousal-valence level scale (Dao et al., 

2018; Suhaimi et al., 2018b) such as using Self-

Assessment Manikin or SAM (Kanjo et al., 2019; Xu et 

al., 2019), and Positive and Negative Affect Schedule or 

PANAS (Schmidt et al., 2018). The contents of this 

questionnaire can be used as markers to label 

physiological data according to the emotional status felt 

by the participants. For a supervised emotion detection 

model, labeling efforts are essential so that the model can 

learn data patterns based on the labels. 

The data obtained becomes material for building an 

emotion detection model that can describe a person's 

emotional state based on the pattern of collected 

physiological data. The data can be analyzed using 

various classification methods comprising Super Vector 

Machine (SVM) (Huynh et al., 2016; Nguyen et al., 2017), 

Decision Tree (DT) (Nguyen et al., 2017), Random Forest 

(RF) (Bin Suhaimi et al., 2020; Sofian Suhaimi et al., 

2021), or applying deep learning methods such as 

Convolutional Neural Network (CNN) (Gonzalez et al., 

2020) and Deep Neural Network (DNN) (Teo & Chia, 

2018). This classification algorithm is evaluated based on 

parameters such as accuracy, recall, F-1 score, and 

precision. 

During this decade, research and development on this 

emotion detection model have continued to grow, 

particularly in Southeast Asian countries, which are 

mainly developing countries compared to East Asian 

countries. Emotion detection applications in Southeast 

Asian countries have become a recent need along with the 

development of how this region develops their goods 

production process (Naruetharadhol & Gebsombut, 2020; 

Prabowo & Aji, 2021), service design (Hartono, 2020), 

and well-being quality (Jaharuddin & Zainol, 2019; 

Kadariya et al., 2019), that involves users’ emotion as one 

of consideration. Therefore, digging into the research 

development regarding emotion detection in this region 

become necessary to know the further research expansion 

opportunities. 

An analysis of SCOPUS-indexed publications over the 

past decade illustrates the pattern of research that is 

continuing to develop in Southeast Asia. This trend can 

be seen in the comparison results in Figure 1. Figure 1 (a) 

shows the number of documents published per year, 

Figure 1 (b) shows the distribution of publications by 

countries in Southeast Asia, while Figure 1 (c) published 

research conducted in East Asian countries. The 

comparison shows that the number research on emotion 

detection recognition in Southeast Asian countries is 

much smaller compared to East Asian countries. However, 

the trend shown in (a) implies promising growth in this 

field in Southeast Asian countries.  This development is 

supported by the ease of obtaining mobile devices at much 

more affordable prices (Valliappan et al., 2017; Godfrey 

et al., 2018) compared to complex medical devices, 

enabling researchers in Southeast Asian countries to 

conduct research to build real-time and non-invasive 

emotion detection tools. Diverse human factors in 

Southeast Asia, such as ethnicity, race, geography, and 

age groups, are potentially unique differentiators from 

similar research elsewhere. Despite the positive trend, the 

number of studies is still relatively small compared to the 

amount of research conducted around the world (Akçay 

& Oğuz, 2020). 

A systematic search for the development of research on 

emotion detection has been undertaken by several 

researchers, such as Al-Nafjan et al. (2017), who 

conducted a review of emotion detection using medical 

EEG. Dzedzickis et al. (2020) conducted a special 

literature review to obtain information about the types of 

sensors and methods of collecting physiological data 

utilizing both medical and mobile devices. In addition, a 

review was also carried out extensively by Akçay and 

Oğuz (2020), which summarized the use of voice data for 

detecting human emotional states. A search focused on 

emotion detection with wearable devices was carried out 

by Saganowski et al. (2020), who found that research in 

the area has advanced, but there is still room for 

development. These searches show that many emotion 

detection models have been studied in various countries. 

However, to the extent of the author's knowledge, there 

has not been a review of how this research on emotion 

detection was carried out in the South-East Asia region. 

The differences in demographics and resources unique to 

Southeast Asian countries compared to other regions 

make this regionally-focused review critical. They have 

the potential to contribute to providing an overview of 

experimental techniques, types of data and tools for 

collecting data, and methods of classifying emotional 

states. Therefore, this study aimed to systematically 

review how research on emotion detection through 

wearable devices is conducted in Southeast Asian 

countries. The research focused on finding out (1) the 

experimental techniques that were performed, including 

the size of the participants involved and the duration of 

data collection, (2) the physiological data type and 



International Journal of Industrial Engineering and Engineering Management, Vol. 5, No. 1, June 2023 33 

 

 

 

 

wearable devices used to collect the data, and (3) the 

classification method used to detect emotional states. The 

search conducted is intended to gain a better 

understanding of Southeast Asia's current research map 

and research potential.  

 

2. REVIEW METHODOLOGY 

  

 The study used qualitative research methods with a 

systematic literature review approach to accomplish its 

research objectives. The steps in this systematic review 

are divided into 3 phases (Haddaway et al., 2022). An 

   
 (a) 

 
(b) 

 
(c) 

 

Figure 1. Analysis of SCOPUS-indexed papers on emotion detection using wearable devices in Southeast Asia over 

the past decade: (a) publication trends over the past decade; (b) the distribution of publications by the Southeast 

Asian country, (c) the distribution of publications by the East Asian country 
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identification phase is the first step in the review, where a 

search is conducted based upon the purpose of the review, 

which is to determine what research has been conducted 

based on SCOPUS-indexed journal articles and 

conference proceedings relating to emotion detection with 

wearable devices over the past decade. The search was 

done from December 2022 to March 2023. The keywords 

for searching in the SCOPUS database were emotion 

detection, emotion recognition, wearable devices, and 

smartphones. 659 articles met these criteria. Furthermore, 

at this stage, the same articles were eliminated due to 

overlap when searching using different keywords, 

resulting in 104 articles being eliminated from the search 

results (the remaining 555 articles). 

 The next stage is the screening phase, which consists 

of elimination depending on the year of publication 

(2013-2022). 33 articles were eliminated, or the 

remaining 552 articles, after filtering. Afterward, we 

screened based on the country where the research was 

conducted, which led to eliminating 489 articles, leaving 

33 articles. Further, detailed screening was conducted 

based on the title, abstract, and full text. It was found that 

six articles were not done in Southeast Asia, even though 

the author's affiliation was in a Southeast Asian country. 

Additionally, five articles that were not empirical studies 

but reviews were eliminated. In these articles, secondary 

data was gathered from other studies rather than the 

author's own research. The screening at this stage resulted 

in the retention of 22 articles. The third stage is the last 

phase to ensure that the articles to be used are in 

accordance with the research objectives. The result of this 

review process is 22 SCOPUS-indexed journal articles 

and proceedings. The flow of this systematic literature 

review is summarized in the PRISMA flow diagram, as 

shown in Figure 2. 

 All the final articles included in this review were 

studied in detail. This was primarily to obtain information 

about the number of participants involved in the 

experiment, the duration of data collection, and the 

devices used to collect data. Information about the 

classification method and detection accuracy level was 

also inventoried regarding emotion detection. A K-Chart 

was then used to map the review results to illustrate 

research opportunities in emotion detection in Southeast 

Asia (Abdullah et al., 2006; Zaheer et al., 2020). 

  

3. REVIEW RESULTS AND DISCUSSION 

 

3.1. Selection of physiological data types and data 

collection methods 

 

Most researchers in Southeast Asia use EEG data to 

detect emotions (Huynh et al., 2016; Suhaimi et al., 

2018a; Teo & Chia, 2018; Sofian Suhaimi et al., 2021; (b) 

 
 

Figure 2. PRISMA flow diagram (Haddaway et al., 2022) illustrates the literature search process in this 

systematic literature review 
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Teo et al., 2020; Zheng et al., 2020; Suhaimi et al., 2021). 

EEG appears to be more effective at representing 

emotional responses sent to the brain, especially for 

devices with more channels (Bin Suhaimi et al., 2020). 

EEG data are currently collected using wearable devices 

such as the Muse EEG headband (Saganowski et al., 

2020) and Cognionics (Casciola et al., 2021), which 

makes it easier for researchers to get a brain response to 

the emotions stimulated by the material (e.g., video, 

figure) shown. Wearable EEGs are considered low-cost, 

non-invasive devices for monitoring brain activity during 

daily activities (Abujelala et al., 2016; Garcia-Moreno et 

al., 2020). As a result, the budget required is relatively 

small compared to the use of complex medical EEGs, and 

the user does not experience any restrictions on their 

freedom of movement. Hence, it suits various 

measurement needs, including usability tests on game 

products or virtual reality interfaces. These criteria make 

EEG data collected with portable EEG headbands the top 

choice for Southeast Asian researchers in building real-

time emotion detection models.  

The main alternative to other types of data that 

researchers use in the Southeast Asia area is data related 

to heart rate (HR), which is converted from 

photoplethysmography (PPG) data that measures blood 

volume pulse (BVP), and skin conductivity, which is 

represented in Galvanic Skin Response (GSR). Several 

studies have combined these two types of data, which are 

simultaneously collected by the same wearable device, 

such as the Empatica E4 wristband (Dao & Kasem, 2018; 

Bulagang et al., 2021b;), Shimmer3 (Huynh et al., 2016), 

and Xiaomi Miband 1S (Le-Quang et al., 2019). A 

researcher may be able to obtain more material for feature 

extraction and selection by using two types of data 

collected using one device. It has been shown that HR and 

GSR data can be used as a companion to more 

complicated EEG data based on results obtained in 

emotion detection studies. The use and analysis of HR and 

GSR are generally more straightforward, particularly 

during the pre-processing and integration phases of the 

process (Saganowski et al., 2020), in contrast to EEG 

data, which requires the selection of channels, the filtering 

phase and the removal of artifacts (Al-Nafjan et al., 2017). 

In other words, understanding EEG data requires 

considerably more skill and understanding than HR or 

GSR data. 

Other types of data that are rarely collected are data 

obtained from smartphones, such as human facial data 

(Ramos et al., 2018; Ujir et al., 2021), human voices 

(Razali et al., 2023), subjective ratings based on emotion 

surveys (Liliana et al., 2021), and comments typed by 

smartphone users (Wahyono et al., 2022). Research using 

this data type has been initiated with devices that are 

relatively easy to obtain and do not require a large budget. 

The use of this data is compatible with being used to 

detect emotions in daily activities and is carried out 

outside the conditioning laboratory. 

Regarding the size of the participants involved, the use 

of EEG data tends to require a larger number of 

participants ranging from 10 to 31 participants (Huynh et 

al., 2016; Suhaimi et al., 2018a; Teo & Chia, 2018) 

compared to HR and GSR which involve around 4-25 

participants in their research (Huynh et al., 2016; Md Ali 

et al., 2017; Nguyen et al., 2017; Dao & Kasem, 2018; Le-

Quang et al., 2019; Bulagang et al., 2020, 2022). The 

number of devices used in the collection of data as well as 

the sample rate used, also play a role in determining the 

number of participants required. The sample rate is also a 

benchmark for determining the duration of data 

collection. For EEG data, the duration of data collection 

ranged from 10 seconds to 12 minutes, while for HR and 

GSR, it ranged from 8 minutes to 7 days. The wristband 

or smartwatch allows participants to collect data on HR 

and GSR outside the laboratory for a longer period than 

the wearable EEG. A summary of how researchers in 

Southeast Asia select the type of data, the devices used, 

and the scale of the participants involved can be seen in. 

 

3.2. Analysis method and classification performance 

 

The analytical method applied by researchers in 

Southeast Asia in the process of classifying participants' 

emotional status is dominated by machine learning 

classifiers such as RF (Huynh et al., 2016; Bin Suhaimi et 

al., 2020; Suhaimi et al., 2021; Teo et al., 2020), DT 

(Huynh et al., 2016; Nguyen et al., 2017), Logistic 

Regression (LR) based method, e.g., PHASOR-system 

(Dao & Kasem, 2018), SVM (Huynh et al., 2016; Md Ali 

et al., 2017; Nguyen et al., 2017; Dao & Kasem, 2018; Le-

Quang et al., 2019; Suhaimi et al., 2020; Bulagang et al., 

2020, 2021a;), NB (Ramli et al., 2018; Bin Suhaimi et al., 

2020;), K-Nearest Neighbor (KNN) (Nguyen et al., 2017; 

Suhaimi et al., 2020; Bulagang et al., 2022; Wahyono et 

al., 2022), and the Gradient Boosting Machine (GBM) 

(Bin Suhaimi et al., 2020). Some researchers also use deep 

learning methods such as basic Artificial Neural 

Networks (ANN) (Dao & Kasem, 2018; Suhaimi et al., 

2021) and DNN (Teo & Chia, 2018). Deep learning 

methods are used primarily for studies with massive 

amounts of data involving a minimum of 15 to 31 

participants. It confirms that deep learning methods' 

sensitivity is inadequate for classification cases with 

relatively small data sets (Najafabadi et al., 2015; Koppe 

et al., 2020). In addition to these two types of methods, 

some researchers also apply more traditional statistical 

methods such as the Local Binary Pattern Histogram 

(Ramos et al., 2018)  and Certainty Factor (Liliana et al., 

2021). 

Each study carried out the emotional status 

classification with various emotional classes. Some 

researchers use degrees of arousal-valence levels. 

Generally, this degree is divided into four quadrants of 

Russel's emotions (Saganowski et al., 2020), namely, high 

arousal with positive valence (HA-PV), which represents 

happy emotions, low arousal with positive valence (LA-

PV), which represents feelings of calm, high arousal with 

negative valence (HA-NV) which represents feelings of 

anger, and low arousal with negative valence (LA-NV) 

which represents feelings of boredom (Bulagang et al., 

2020, 2021a, 2021c, 2021b, 2022). In addition, the 

classification of emotions is also carried out using 

categorical emotion levels that directly describe the 

feelings or emotions of participants.  
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Table 1. List of data selection, participant size, duration of data collection, and wearable devices used by Southeast 

Asian researchers in emotion detection research 

No. Author(s)  Country Participa

nt size 

Collected data Duration of 

collection 

Device 

1 Huynh, et al. 

(2016)  

Singapore 22 GSR, PPG, 

EEG 

12 minutes Shimmer3 device 

integrated with Jasper 

system; Emotive Epoc+ 

2 Nguyen, et 

al. (2017) 

Vietnam 5 HR 30-180 s Android-based 

application built into a 

smartphone 

3 Minhad, et 

al.  (2017) 

Malaysia 25 Electrodermal 

activity (EDA) 

25 minutes Built-in Grove EDA 

sensor in an Arduino 

Uno-based devices 

4 Ramli, et al. 

(2018) 

Malaysia - Voice 7 hours Photographic Affection 

Meter application 

installed on a smartphone 

5 Ramos, et al. 

(2018) 

Phillipines  20 Face image 15 minutes Smartphone camera 

6 Dao, et al. 

(2018) 

Brunei  15 Body 

temperature, 

BVP, 

accelerometer, 

and 

Electrodermal 

activity (EDA). 

7 days Empatica E4 wristband 

7 Suhaimi, et 

al. (2018) 

Malaysia  10 EEG 10 seconds Muse Headband 

8 Teo, J., & 

Chia, J. T. 

(2018) 

Malaysia  24 EEG 10 seconds Muse Headband 

9 Le-Quang, et 

al. (2019) 

Brunei  4 HR and EDA NA Xiaomi Miband 1S 

10 Suhaimi, et 

al. (2020) 

Malaysia  31 EEG 320 seconds Muse Headband 

11 Le-Quang, et 

al. (2020) 

Brunei  31 EEG 320 seconds Muse 2016 EEG headset 

12 Suhaimi, et 

al. (2020) 

Malaysia  31 EEG 320 seconds Muse EEG Headset 

13 Bulagang, et 

al. (2020) 

Malaysia  10 HR 320 seconds Empatica E4 wristband 

14 Liliana, et al. 

(2021) 

Indonesia  26 Subjective 

rating 

NA EmoHealth application 

installed on a smartphone 

15 Ujir, et al. 

(2021) 

Malaysia  20 Face image 

(eye, nose, and 

mouth area) 

Every 40 

seconds 

along a 45-

mile driving 

distance. 

Mobile phone camera 

installed with developed 

classification app. 

16 Bulagang, et 

al. (2021) 

Malaysia  10 EDA 405 seconds Empatica E4 wristband 

17 Bulagang, et 

al. (2021) 

Malaysia  24 HR and inter-

beat interval 

6 minutes Empatica E4 wristband 

18 Bulagang, et 

al. (2021) 

Malaysia 10 HR and EDA 1,464 

seconds 

Empatica E4 wristband 
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These levels encompassed angry, happy, bored, calm, 

afraid, sad, disappointed, excited, alert, stressed, 

depressed, disgusted, neutral, and confused. (Huynh et al., 

2016; Md Ali et al., 2017; Nguyen et al., 2017; Ramli et 

al., 2018; Ramos et al., 2018; Dao and Kasem, 2018; Le-

Quang et al., 2019; Bin Suhaimi et al., 2020; Teo et al., 

2020; Liliana et al., 2021; Wahyono et al., 2022). In 

emotion detection research, assessment surveys using 

SAM, PANAS, and questionnaires from the International 

affective picture system or IAPS (Saganowski et al., 

2020). However, in research in Southeast Asia, the 

method of collecting participants' emotional status has not 

been clearly stated, especially for those who employ a 

non-categorical classification system. In the classification 

of categorical emotional status, researchers used a survey 

that was developed in a systematic manner that included 

categorical types of emotions (Bin Suhaimi et al., 2020; 

Teo et al., 2020; Liliana et al., 2021). 

Regarding the type of emotional level used, research 

using a categorical system tends to produce less accurate 

results than research using the emotional quadrant system. 

The level of accuracy for categorical systems ranges from 

25% to 93% for machine learning methods and 99% for 

deep learning methods. High accuracy was found in 

studies involving at least 15 participants. In studies using 

the emotional quadrant system, the accuracy obtained 

ranged from 50% to more than 99% accuracy. However, 

these results need to be reviewed in light of the data 

labeling process, which is not explained in detail. In brief, 

the summary of the classification method, emotional level 

system, and classification performance from emotion 

detection research in Southeast Asia in the last decade is 

presented in. 

 

3.3. Experimental procedure and methods 

 

The review of the procedure and methods applied in 

the experiments results in three main ideas. The ideas 

comprise the participant's position when doing the task(s), 

whether the participant wore the device during data 

collection, and the environmental condition during the 

experiment. The experimenter set these criteria based on 

the objective of their research.  

Emotion detection research has primarily been 

conducted in seated conditions (Huynh et al., 2016; Md 

Ali et al., 2017; Ramos et al., 2018; Le-Quang et al., 2019; 

Ujir et al., 2021). This fact is true both for research using 

wearable devices and not. For example, data collection 

using wearable EEG (Huynh et al., 2016), GSR or EDA 

(Utami et al., 2019), and body temperature (Dao & 

Kasem, 2018). Standing positions were set up more in 

VR-based research (Suhaimi et al., 2018a, 2021).  

Regarding the environmental condition, the 

experiment can be done in the lab with conditioned 

conditions, e.g., temperature, lighting, and screen 

illuminance. This environment is especially set for 

development research instead of applied research. For 

example, Suhaimi et al. (2018a, 2021) and Huynh et al. 

(2016) conducted experiments aimed at usability tests on 

VR and the gaming field. Different from Dao et al. (2018) 

and Le-Quang et al. (2019), who researched emotion 

detection applied to students in the classroom. This kind 

of research did not require a conditioned environment to 

test the detection accuracy in real conditions. Based on the 

reviews, the majority of emotion detection research in 

Southeast Asian countries was still conducted in the 

development  stage instead of applied states. Therefore, in 

the future, applied research needs to be more promoted 

around researchers in Southeast Asian countries. The 

summary of reviews on experimental procedures and 

methods is shown in Table 3. 

 

3.4. Potency for emotion detection research in South-

East Asia 

 

Based on the literature search results obtained in this 

review, the opportunities for research into emotion 

detection in Southeast Asia are still very broad. Most 

research over the past ten years has been conducted in 

Malaysia (14 out of 22) with a variety of authors who are 

still homogeneous. Other countries such as Singapore, 

Indonesia, and Thailand have significant potential to 

participate in conducting research in this field. In addition, 

multi-national research is also an opportunity for 

researchers in the Southeast Asian region.  
Regarding the type of data taken, it can be more 

beneficial to utilize data taken from smartphones, such as 

accelerometers, gyroscopes, and voices. This is because 

the costs of these devices are relatively affordable and 

easy to operate. Other physiological data that can be 

considered is eye movement, consisting of data on pupil 

diameter, fixation duration, saccades, and features related 

to eye blinking. Research in other regions has tested the 

ability of eye movement features to be used in building 

emotion detection models (Alghowinem et al., 2013; 

Krithika & Priya, 2016). 

Table 1. (cont.’) 

No. Author(s)  Country Participant 

size 

Collected 

data 

Duration of 

collection 

Device 

19 Suhaimi,et al. 

(2021) 

Malaysia  31 EEG 350 seconds Muse 2016 EEG 

headset 

20 Suhaimi, et al.  

(2021) 

Malaysia  31 EEG 320 seconds Muse 2016 EEG 

headset 

21 Wahyono, et al. 

(2022) 

Indonesia  - Text 3 months SIPEJAR application 

installed on the 

smartphone 

22 Bulagang, et al. 

(2022) 

Malaysia  5 HR and 

EDA 

1,464 seconds Empatica E4 wristband 
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Table 2. List of classification methods, emotional state leveling systems, and classification performance produced by 

Southeast Asian researchers in emotion detection research over the past decade 

No. Author(s)  Country Emotion states Analysis methods Classification performance 

1 Huynh, et al. 

(2016) 

Singapore  Excitement, 

happiness, 

frustration, 

amusement. 

SVM, DT (J48), 

RF 

70.83-77.38 of emotion 

classification accuracy. 

2 Nguyen, et al. 

(2017) 

Vietnam  Fear, anger, 

sadness, disgust, 

neutral, happiness 

KNN, SVM, DT The accuracy of KNN, 

SVM, and decision tree are 

61%, 79%, and 52%, 

respectively. 

3 Minhad, et al. 

(2017) 

Malaysia  Neutral, happy, 

angry, recovery. 

SVM 40%-76% of accuracy 

4 Ramli, et al. 

(2018) 

Malaysia  Angry, sad, 

happy, neutral 

NB 46-65% of accuracy rate. 

5 Ramos, et al. 

(2018) 

Phillipines  Engage, 

frustration, 

confusion, 

boredom, 

surprise, sadness, 

happiness, fear, 

disgust, contempt, 

anger, and 

neutral. 

Fisherfaces, Local 

Binary Pattern 

Histogram, and 

Eigenfaces 

The accuracy of 

Fisherfaces, Local Binary 

Pattern Histogram, and 

Eigenfaces are 47.93%, 

26.90%, and 25.16%, 

respectively. 

6 Dao, et al. (2018) Brunei  Alert, excited, 

elated, happy, 

content, serene, 

relaxed, calm, 

fatigued, bored, 

depressed, sad, 

upset, stressed, 

nervous, and 

tense. 

SVM, J48, ANN, 

LR using 

PHASOR-system 

57.3%-65.2% of emotions 

detection accuracy 

7 Suhaimi, et al. 

(2018) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

KNN and SVM. Both KNN and SVM 

methods resulted in an 

82.4% of accuracy 

average. 

8 Teo, J., & Chia, J. 

T. (2018) 

Malaysia  Neutral, 

excitement. 

DNN 69.71%-99.07% of 

accuracy. 

9 Le-Quang, et al. 

(2019) 

Brunei  Neutral, positive, 

negative. 

SVM 93.81% of accuracy 

average 

10 Suhaimi, et al. 

(2020) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

KNN, SVM, deep 

learning. 

SVM reaches the best 

accuracy, 85.01% 

11 Suhaimi, et al. 

(2020) 

Malaysia  Happy, angry, 

boring, and calm 

Distributed 

Random Forest  

(DRF), GBM and  

NB 

DRF, GBM, and NB 

obtained classification 

accuracy of 82.49%, 

67.04%, and 36.24%, 

respectively. 

12 Teo, et al. (2020) Malaysia  Happy, upset, 

bored, relaxed 

RF 86.20% of accuracy. 

13 Bulagang, et al. 

(2020) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

SVM 53.39% of inter-subject 

accuracy and 56.92%-

86.15% of intra-subject 

accuracy. 

14 Liliana, et al. 

(2021) 

Indonesia  Happy, sad, 

angry, fear 

Certainty Factor 92.31% of accuracy rate 
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Table 2. (cont.’) 

No. Author(s)  Country Emotion states Analysis 

methods 

Classification 

performance 

15 Ujir, et al. 

(2021) 

Malaysia  Angry, sleepy, 

and head 

posing. 

Microsoft Azure  

Cognitive API 

96.66%, 82.2, and 

85.67% of anger, 

drowsiness, and head 

posing detection 

accuracy, respectively. 

16 Bulagang, et al. 

(2021) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

SVM 54.3%-99.2% of 

accuracy. 

17 Bulagang, et al. 

(2021) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

SVM 67.4%-100% of 

accuracy. 

18 Bulagang, et al. 

(2021) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

SVM 66.0% of accuracy 

average 

19 Suhaimi,et al. 

(2021) 

Malaysia  Happy, 

scared, bored, 

and calm 

Feedforward 

ANN 

70.74% of accuracy 

average. 

20 Suhaimi, et al.  

(2021) 

Malaysia  Scared, happy, 

bored, calm. 

RF 76.50% for intra-subject 

classification accuracy. 

21 Wahyono, et al. 

(2022) 

Indonesia  Happy, afraid, 

angry 

KNN 0.697 of accuracy, 0.560 

recall, and 0.442 

precision 

22 Bulagang, et al. 

(2022) 

Malaysia  HA/PV, LA/PV, 

HA/NV, 

LA/NV. 

KNN 97.7% of accuracy. 

 

 

Table 3. List of experimental procedures and methods produced by Southeast Asian researchers in emotion 

detection research over the past decade 

No. Author(s)  Country Participant 

Position 

Controlled 

Environment 

Worn Device 

Utilization 

1 Huynh, et al. (2016) Singapore  Sitting Yes Yes 

2 Nguyen, et al. (2017) Vietnam  Sitting in front of 

a television 

screen. 

Yes No 

3 Ramos, et al. (2018) Phillipines  Sitting in front of 

a computer 

screen. 

Yes No 

4 Dao, et al. (2018) Brunei  Sitting in the 

classroom. 

No Yes 

5 Suhaimi, et al. (2018) Malaysia  Standing. Yes Yes 

6 Teo, J., & Chia, J. T. 

(2018) 

Malaysia  Standing. Yes Yes 

7 Le-Quang, et al. (2019) Brunei  Sitting in the 

classroom. 

No Yes 

8 Liliana, et al. (2021) Indonesia  Moving. No No 

9 Ujir, et al. (2021) Malaysia  Sitting on the car 

seat. 

Yes No 

10 Suhaimi,et al. (2021) Malaysia  Standing Yes Yes 

11 Suhaimi, et al. (2021) Malaysia  Standing Yes Yes 
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There are various AI modeling methods that have been 

applied to this field. Most of them using machine learning 

methods comprising RF, SVM, KNN, NB, and DT. Deep 

learning methods that are useful to be applied are ANN, 

CNN, DNN, RNN, and LSTM. However, in the area of 

Human Factors, it is recommended to use machine 

learning methods instead of deep learning methods. The 

characteristics of deep learning that has the ability to do 

self-features engineering (O’Brien et al., 2018; Banan et 

al., 2020) become a limitation in the Human Factors field. 

Human Factors scientist has the responsibility for 

understanding each feature processing process and is 

unsuitable with deep learning’s black box process 

(O’Brien et al., 2018). 

Most of the detection applications are carried out in 

the realm of VR interface design and games. Other 

applications such as the detection of emotions related to 

driving (Nakisa et al., 2018), monitoring student attitudes 

in a classroom (Dao & Kasem, 2018), measuring study 

engagement related to the level of difficulty of the lesson 

(Maier et al., 2019), product design (Yadollahi et al., 

2017), and also responses to service quality (Alsaggaf & 

Althonayan, 2018; Jain et al., 2018) can be alternative 

applications. Regarding the feature extraction process, it 

is still limited to using raw data (Bulagang et al., 2021b, 

2022) compared to generating features independently, 

such as using a time domain approach (Kamdar & Wu, 

2016; Schmidt et al., 2018), frequency (Gupta et al., 2016; 

Jalilifard et al., 2017), statistical properties ( Rattanyu et 

al., 2010; Guo et al., 2015), or complexity analysis 

(Nakisa et al., 2018; Zhao et al., 2018). 

A lack of clarity about how participant emotional 

status data are collected can be used to improve research 

on emotion detection in Southeast Asia. To maintain the 

validity of data labeling, capturing participant emotions is 

essential (Akçay & Oğuz, 2020; Saganowski et al., 2020). 

Therefore, a subjective emotional status measurement 

tool with international recognition should be used to 

ensure the validity of data entered by participants. As 

previously explained, the recommended questionnaires 

include SAM, PANAS, and questionnaires from the 

International affective picture system or IAPS 

(Saganowski et al., 2020). The K-Chart shown in Figure 

3 briefly illustrates these research novelty opportunities, 

especially with the yellow background elements. 

 

4. CONCLUSION 

 

A systematic review of research on emotion detection 

using wearable devices carried out in Southeast Asian 

countries has resulted in the understanding that most of 

this research is still being conducted in Malaysia with 

homogeneous authors. This study involved 5-31 

participants, depending on the research stage. For 

research at an early stage, relatively smaller-size subjects 

were employed. EEG, HR, EDA/GSR, and voice and 

facial data are collected. These data were collected using 

wearable devices such as Muse headbands, Empatica E4, 

Shimmer 3, smartphones, and Emohealth. The methods 

used for classification are variations between machine 

learning, deep learning, and traditional statistical 

methods. This classification results in accuracy that varies 

from 25% to close to 99%.  

In addition, through this review, it was also found that 

in the data labeling process, many researchers had not 

used the internationally recommended subjective 

assessment tool. Therefore, in the future, researchers hope 

to apply emotional status surveys that have been tested for 

validity. As a result, physiological data can be labeled 

more precisely. It is possible to develop this review by 

examining the feature engineering process that can be 

used to develop real-time emotion detection models. An 

appropriate feature engineering process can result in a 

more robust detection model. 
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