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Abstract. One of the diseases with a fairly high number of sufferers today is Diabetes Mellitus. 

The increase in the number of people with diabetes is caused by diagnosis delays and difficulties 

in monitoring the blood sugar level. Therefore, a solution is needed to overcome this problem: a 

blood sugar level monitoring system to predict and detect. The blood sugar level monitoring 

system is an intelligent system that can monitor blood sugar levels in Diabetes Mellitus patients. 

This system aims to make it easier for patients to check blood sugar levels regularly, to minimize 

the occurrence of increased blood sugar levels that aggravate the disease. Moreover, machine 

learning algorithms are a viable method used in recent studies for analyzing, predicting, and 

classifying health data while improving the health conditions of telemonitoring and telediagnosis. 

The main purpose of this article is to employ machine learning algorithms for real-time blood 

sugar level classification. The results of this study indicate that the system can be used to monitor 

blood sugar levels. The results of the system implementation that users can use include monitoring 

the results of measuring blood sugar levels. 

Keywords: monitoring machine learning, prediction, diabetes mellitus, data mining. 

 

1. Introduction 

Diabetes Mellitus is a disease caused by chronic metabolic disorders with various etiologies characterized 

by high blood sugar levels accompanied by impaired carbohydrate, lipid, and protein metabolism as a 

result of insulin function insufficiency [1]. IDF (International Diabetes Federation) states that around 

19.46 million people in Indonesia have diabetes in 2021, which shows an increase percentage of 81.8% 

from 2019. Based on that record, Indonesia is the fifth country with the most diabetes cases in the world 

after China, India, Pakistan, and the United States (US). Indonesia is the only country in Southeast Asia in 

the top 10 countries with the most cases of diabetes [2]. The increase in the number of people with 

diabetes is caused by delays in diagnosis, unhealthy lifestyle, and the difficulty of monitoring during the 
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treatment period [3]. Therefore, a solution is needed to overcome this problem, namely a blood sugar 

level monitoring system.  

 Currently, many use invasive techniques or take a patient's blood sample for later processing in the 

laboratory to measure glucose levels in the blood. This causes many diabetic people hesitate to check 

their glucose levels regularly [4]. For that, a tool to check blood sugar levels that are carried out without 

injuring the body is needed, namely non-invasive techniques. Based on the problems that have been stated 

above, an IoT and Android™-based blood sugar level monitoring system for diabetic people is proposed. 

The blood sugar level monitoring system is an intelligent system that can monitor blood sugar levels in 

Diabetes Mellitus patients.  

 The purpose of this proposed system is to make it easier for patients to check their blood sugar 

levels regularly to minimize the occurrence of an increase in blood sugar levels, which aggravates the 

disease. This system was developed based on IoT (Internet of Things) and mobile devices which use 

Android™. IoT aims to expand the benefits of internet connectivity that is connected continuously and 

can control, monitor, and transfer data in real-time [5]. Although the impact of mobile apps on longer-

term outcomes such as quality of life, neuropathy, retinopathy, or hypertension is unclear, short-term 

diabetes-related outcomes may be observed to assist the decision-making by healthcare professionals [6]. 

This system is equipped with a data storage system which can be used to monitor the blood sugar level. 

The process of sending data from the device to the smartphone utilizes the internet network which is more 

practical, flexible, and fast. Through the Android application, patients can take advantage of features, 

including monitoring the results of measuring blood sugar levels and accessing the information in articles. 

 

2. Related Works 

Healthcare systems and medical applications have long used sensors to collect and transmit medical data 

[7]. Recent developments of IoT affect this greatly because people can now see such data easier using 

their own devices and applications [6]. The use of IoT created more ways for people and industries to 

collect data using various sensors, such as load sensor [8], blood glucose sensor [9]–[11], thermal sensor 

[7], etc. These data are then transmitted to mobile devices through internet [9], [11], [12]. Related to 

diabetes classification supporting data, some rule-based classifications [5] are used to check whether the 

user has high or low blood glucose before the data is transmitted to the user. Furthermore, when the data 

is combined with other parameters, such as age, sudden weight decrease, etc, machine learning techniques 

can be implemented to check whether user has diabetes or not [1]–[4], [12]–[14]. Some even able to 

distinguish whether it is diabetes type 1 or diabetes type 2 [15], [16]. 

 Several studies utilize IoT to collect user data and deliver it in a simplified method that the user 

easily understands. In the case of diabetes, various methods to get blood glucose levels are used, mainly 

classified as invasive and non-invasive. Invasive methods require a drop of the user’s blood to be 

analyzed, which is usually intrusive, inconvenient, and sometimes painful [5]. Non-invasive methods do 

not require such action; thus, they do not hurt the user because they examine something called Volatile 

Organic Compounds (VOC) [5]. VOC originate through regular metabolic activities as well as from a few 

pathogenic diseases, which flow through the bloodstream and are either exhaled through breath, urine, 

sweat or saliva in the human body [17]. 

 An invasive method for blood glucose monitoring requiring a drop of blood from the user has been 

undertaken using a blood glucose sensor combined with Arduino Uno [10]. A user’s blood is tested, and 

the result is displayed on an LCD screen. It is then forwarded to the user’s mobile device using Bluetooth 

technology. Furthermore, this system is also equipped with an automatic insulin injector, whose main task 

is to inject insulin into user’s body if the blood sugar level is low. 

 Another invasive method for a continuous glucose monitoring system has been done to monitor 

diabetic patients by using Continuous Glucose Monitor (CGM) sensor. This tiny sensor is inserted under 
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a patient’s skin [12]. This system is only used to assist doctors in monitoring the patients, which may lead 

to the type of treatment for the current condition, whether it is to be hospitalized or simply an insulin 

injection treatment. Besides glucose level data, the system also collects patients’ physical activity using a 

pedometer sensor that counts the patients’ number of steps. Furthermore, the patient’s body temperature is 

also collected. After those 3 types of data are collected, the data is then processed by using NodeMCU, 

specifically ESP 8266 Mod. The data is then transmitted to the patient’s phone, database server, and 

doctor’s phone. After examining the data, the doctors will decide whether the patient needs to be 

hospitalized or simply needs to be injected with insulin, or maybe needs no treatment because everything 

is considered to be normal for diabetic patients. 

 A non-invasive method for blood glucose monitoring using VOC has been carried out by 

measuring the acetone level in exhaled human breath, which from a pile of studies has proven and stated 

that acetone is a biomarker of diabetes [5]. TGS822 acetone sensor combined with DHT22 temperature 

and humidity sensor is used to get the user’s exhaled breath in a specialized chamber. A machine learning 

technique, namely Support Vector Machine (SVM), is used to detect whether a patient's acetone level 

indicates the blood glucose level to be low or high. However, the SVM technique shows no significant 

improvement in the detection. Therefore, it is changed to a simple rule-based classification. A value of 

acetone level from 1 to 3 ppm is considered low blood glucose; thus, a value higher than that is 

considered high. After the correct value is measured and processed in Arduino Uno hardware, the output 

is visualized in a mini LCD and a coloured LED indicator. The system uses a simple rule-based 

classification that detects blood sugar level abnormality. A value between 70bg/dl to 180bg/dl is 

considered normal, leading to a value below or above that is considered abnormal. The LED indicator will 

emit green light if the glucose level is considered to be normal, and it will emit red light the result is 

considered to be abnormal. 

 While the previous researches focus on monitoring the blood glucose level, there are others which 

are focusing more on determining whether a person has diabetes or not. Machine learning techniques are 

used to tackle the task. 

 Various studies [1]–[4], [13], [14] use different data sources, which result to other parameters and 

various numbers of learning, to predict whether a person has diabetes or not. Some common parameters 

which are use to predict are glucose level, age, delayed healing, pedigree or physical activities, and 

sudden weight loss [1]–[4], [13], [14]. Algorithms such as Naïve Bayes [2], [4], K-Nearest Neighbor [2]–

[4], Modified K-Nearest Neighbor [1], Weighted K-Nearest Neighbor [14], Random Forest Classifier [4], 

[13], Neural Network[13], and Decision Tree [4], [13], [18] are being used to tackle the task. K-Nearest 

Neighbor produces better prediction With the same dataset for training, Modified K-Nearest Neighbor 

shows better results compared to Weighted K-Nearest Neighbor [1], [14]. Optimization can also enhance 

the performance of any algorithm [4]. Particle Swarm Optimization (PSO) is being used to optimize 

Naïve Bayes, Decision Tree, K-Nearest Neighbor, and Random Forest [4], which shows promising results 

in detecting diabetes. The highest accuracy after the optimization is an improvement of 8.52% which 

belongs to the K-Nearest Neighbor Algorithm. 

 Based on the related works, this study aims to use a machine learning algorithm to detect diabetic 

symptoms in a person. Furthermore, a device which monitors blood sugar levels in a diabetic person is 

also developed to assist healthcare workers to prevent any future impacts to the patient.  
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3. Research Method 

This system uses the Waterfall method, a sequential software development approach where any progress 

is perceived as flowing downward (like a waterfall) through the phases of planning, modeling, 

implementation, and testing [19]. The Waterfall method is a system development method in which one 

phase to another is carried out sequentially. In the process of implementing this waterfall method, a step 

will be completed first starting from the first stage before proceeding to the next stage. 

 
Figure 1. Waterfall Diagram 

 

 

The waterfall method was first introduced by Herbert D. Benington on June 29, 1956, at a Symposium on 

Advanced Programming Methods for Digital Computers. Through this presentation, Bennington 

explained each stage of the waterfall method. Here is the explanation: 

 

3.1. Requirements Analysis 

The first stage of the waterfall method is needs analysis. Developers must research to identify the user 

needs of the system being built. This can be a reference in determining the services or features that need 

to be developed. There are several ways to obtain this information, some through interviews, surveys, or 

participating in related forum discussions to gain related insights and information. 

 

3.2. Design 

Second, the stages of the waterfall method are the design and development process based on information 

on user needs. The design is undoubtedly done to simplify the work process further and get a detailed 

picture of the appearance of a system. Apart from that, this method's design stage also identifies the 

hardware and system requirements needed for the entire development process. 

 

3.3. Implementation and Unit Testing 

The third stage of the waterfall method is implementation, which leads to the coding process. The system 

development process will go through stages in the form of small modules, which will be combined in the 

next stage of the waterfall method. In addition, inspection of each module that has been made is also 

checked in this phase. The goal is to ensure the module fulfills the specified function and meets the 

standards. 
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3.4. Integration and System Testing 

The fourth stage refers to the process of integrating each module that has been made. After this process is 

complete, the developer will conduct testing to check the system's functioning as a whole. In addition, 

developers can also identify if there is a failure or error in the system. 

 

3.5 Maintenance 

After a series of systematic steps above, the maintenance of the system that has been made is the final 

stage of this method. The system has been distributed and used by users. Maintenance and ensuring the 

system continues to run correctly according to its function still needs to be done. This process usually 

includes improving the implementation of the system unit, fixing remaining or newly detected errors, and 

improving system performance tailored to user needs. 

 

4. Implementation 

4.1. Analysis 

From the results of the analysis that has been carried out, the authors have designed the requirements 

specifications, among others, as follows. 

4.1.1. Hardware Requirements Analysis 

The hardware needed to build this system is as follows: 

• NodeMCU ESP8266 

• Photodiode Sensors 

• Super Bright Red LED 

• 16X2 . LCD 

• I2C 

• Push Button 

• Jumper Cable 

• Laptops 

• Smartphones 

4.1.2. Software Requirements Analysis 

The software needed to build this system is as follows: 

• Windows Operating System 

• Visual Studio Code 

• Android Studio 

• Arduino IDE 

• Laravel framework 

• Chrome Browser 

• XAMPP 

• Postman 

• Fritzing 

• Figma 
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4.2. System Design 

4.2.1. System Overview 

 
Figure 2. System Design 

 

The blood sugar level monitoring system is built to monitor the results of measuring blood sugar levels. 

As shown in Figure 2, in this system, mobile, web, and Internet of Things applications are included in 

measuring blood sugar levels. The tool was developed using a non-invasive or no-stab technique. Users 

can use the Android application to monitor the results of measurements that have been made. At the same 

time, the admin can access the web to monitor the results of the user's sugar level measurement and 

manage the system. 

4.2.2. Machine Learning based Glucose Classification 

Diabetes training data collection was carried out using a dataset from Kaggle.com. This diabetes dataset 

consists of 768 data with 9 features or attributes: Glucose, BloodPresure, SkinThickness, Insulin, BMI, 

DiabetesPedigreeFunction, Age, Outcome. At the Feature Statistics stage, it is carried out to see whether 

each feature has a missing value. The results for all features display a percentage of 0%, so it is known 

that there is no missing value for all features. The list of the features are shown in Figure 3. 
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Figure 3. Data Features 

 

 Next, the Column Selection stage is carried out by separating features that will be used and not 

used and determining which features are the target. In Figure 4, the Features column only includes 

Glucose and the target is Outcome. 

 

 
Figure 4. Column Selection 

 

 After performing the Select Column, the next step is implementing the K-Nearest Neighbor, 

Decision Tree, Random Forest, and Naïve Bayes algorithms. For the implementation of the KNN 

algorithm, it is done by configuring the value of K = 5. After the K-Nearest Neighbor, Decision Tree, 

Random Forest, and Naïve Bayes classification models, the model is tested and the accuracy value is 

expressed in the confusion matrix. The results of performance calculations for the K-Nearest Neighbor, 

Decision Tree, Random Forest, and Naïve Bayes algorithms using data validation, namely 10 k-fold and 

performance calculations with a confusion matrix, namely Area Under ROC Curve (AUC), Classification 

Accuration, f1 – score, precision, recall. 

 The results of evaluating the classification model expressed in AUC for the K-Nearest Neighbor, 

Decision Tree, Random Forest, and Naïve Bayes algorithms are presented in Figure 4. 
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Figure 4. AUC Result 

 

 From Figure 4 it is found that the result of the AUC is the ROC curve used to show data from the 

confusion matrix. Horizontal line which means False Positive value (FP) and vertical line which means 

True Positive value (TP). The results of the AUC in Figure 4. Shows that the Random Forest algorithm is 

a classification with a high level of performance, namely at 0.991. 

 

5. Conclusion 

The contributions of this study are derived from the use of the IoT networks while integrating supervised 

learning for glucose telemonitoring. It was technically proven that it is possible to use the proposed 

architecture is a suitable alternative to conventional and specialized devices inglucose measurement, 

analyzing, and interpretation. The system communicates with the health center by connecting to the IoT 

platform to realize  the remote monitoring of locally detected health information promptly and ensures the 

release of alert when dangerous situations occur. The machine learning algorithms have been leveraged to 

analyze the glucose measurement status while identifying normal and anomalies in the glucose rate in the 

process.  
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