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Abstrak. PT Bank Rakyat Indonesia Tbk merupakan salah satu bank milik pemerintah yang 

terbesar di Indonesia. Harga saham PT Bank Rakyat Indonesia Tbk mengalami fluktuasi, 

sehingga diperlukan model peramalan yang dapat membantu para investor dalam meramalkan 

pergerakan harga saham di masa mendatang. Penelitian ini bertujuan untuk menerapkan model 

hibrida ARIMA – SVR pada peramalan harga penutupan saham PT Bank Rakyat Indonesia Tbk. 

Data yang digunakan dalam penelitian ini adalah harga penutupan saham PT Bank Rakyat 

Indonesia Tbk periode 2 Januari 2023 hingga 29 Februari 2024. Data dibagi menjadi data 

training dari periode 2 Januari 2023 hingga 29 Desember 2023 dan data testing dari periode 2 

Januari 2024 hingga 29 Februari 2024. Data training dimodelkan menggunakan ARIMA, 

kemudian residu dari ARIMA dimodelkan menggunakan SVR. Hasil peramalan model ARIMA 

dan SVR dijumlahkan untuk mendapatkan model hibrida. Evaluasi model hibrida dilakukan 

menggunakan Mean Absolute Percentage Error (MAPE). Hasil penelitian menunjukkan bahwa 

model hibrida ARIMA (0,1,1) – SVR menggunakan kernel Radial Basis Function (RBF) dengan 

nilai hyperparameter 𝐶 = 0,1,  𝜀 = 0,01, dan 𝛾 = 0,3 memiliki nilai MAPE data training 

sebesar 0,9742% dan MAPE data testing sebesar 1,192%. 

Kata kunci: ARIMA; hibrida; MAPE; saham; SVR 

Abstract. PT Bank Rakyat Indonesia Tbk is one of the largest state-owned banks in Indonesia. 

The stock price of PT Bank Rakyat Indonesia Tbk exhibits fluctuations, necessitating a 

forecasting model that can assist investors in predicting future stock price movements. This study 

aims to apply a hybrid ARIMA – SVR model to forecast the closing stock prices of PT Bank 

Rakyat Indonesia Tbk. The data used in this study consist of the daily closing stock prices of PT 

Bank Rakyat Indonesia Tbk from January 2, 2023, to February 29, 2024. The data was divided 

into a training set from the period of January 2, 2023, to December 29, 2023, and a testing set 

from the period of January 2, 2024, to February 29, 2024. The training data are first modeled 

using ARIMA, and then the residuals from the ARIMA model are further modeled using SVR. 

The final hybrid model is obtained by summing the forecasts from the ARIMA and SVR models. 

The performance of the hybrid model is evaluated using the Mean Absolute Percentage Error 

(MAPE). The results show that the hybrid ARIMA (0,1,1) – SVR model using the Radial Basis 

Function (RBF) kernel with hyperparameters 𝐶 = 0,1,  𝜀 = 0,01, and 𝛾 = 0,3 yields a MAPE 

of 0.9742% on the training data and 1.192% on the testing data. 
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1. Pendahuluan 

Sektor ekonomi yang berkembang pesat membuat masyarakat mulai menyadari pentingnya melakukan 

investasi. Investasi merupakan sebuah kesepakatan untuk menyimpan dana atau harta dan diharapkan 

mendapat keuntungan di masa mendatang [1]. Salah satu bentuk investasi yang sering dilakukan adalah 

investasi di pasar modal. Instrumen investasi pasar modal yang paling popular dan banyak diminati oleh 

para investor adalah saham. Saham merupakan bukti kepemilikan modal seseorang atau badan usaha 

dalam suatu perusahaan atau perseroan terbatas [2]. Investasi saham merupakan investasi yang dapat 

memberikan keuntungan, tetapi juga dapat menimbulkan risiko yang besar karena harga saham 

mengalami fluktuasi seiring berjalannya waktu [3]. 

Salah satu saham yang terdaftar dalam Bursa Efek Indonesia (BEI) adalah saham PT Bank Rakyat 

Indonesia Tbk yang merupakan salah satu bank milik pemerintah terbesar di Indonesia. Berdasarkan 

data Bursa Efek Indonesia (BEI) pada Maret 2025, kapitalisasi pasar PT Bank Rakyat Indonesia Tbk 

menempati posisi tertinggi kelima dengan nilai kapitalisasi sebesar Rp607,7 triliun. Hal tersebut 

membuat para investor tertarik untuk melakukan investasi di PT Bank Rakyat Indonesia Tbk.  

Sepanjang Januari 2023 hingga Februari 2024, harga saham BBRI menunjukkan volatilitas yang 

cukup tinggi, dipengaruhi oleh dinamika ekonomi global dan domestik. Secara global, ketidakpastian 

akibat konflik Rusia-Ukraina dan Israel-Palestina menyebabkan fluktuasi harga komoditas, tekanan 

inflasi, dan risiko terhadap sektor keuangan. Sementara itu, di dalam negeri, transisi pemerintahan pasca 

Pemilu 2024 juga memengaruhi sentimen pasar [4]. Kondisi ini menunjukkan pentingnya melakukan 

peramalan harga saham secara akurat agar investor dapat mengambil keputusan yang lebih tepat. Salah 

satu metode yang dapat digunakan untuk peramalan adalah metode hibrida Autoregressive Integrated 

Moving Average (ARIMA) – Support Vector Regression (SVR) karena menggabungkan keunggulan 

ARIMA dalam menangani komponen linear dan SVR dalam menangani komponen nonlinear. Selain 

itu, metode hibrida ARIMA – SVR umumnya menghasilkan error yang kecil. 

Model SVR telah digunakan pada beberapa penelitian terdahulu untuk meramalkan jumlah kasus 

terkonfirmasi Covid-19 [5], harga saham PT Adaro Energy Tbk [6], inflasi Indeks Harga Konsumen [7], 

Indeks Harga Konsumen [8], dan harga saham PT Telekomunikasi Indonesia Tbk [9]. Beberapa 

penelitian tersebut menunjukkan bahwa peramalan menggunakan model SVR memberikan nilai MAPE 

yang kecil.  

Purnama [10] telah melakukan penelitian mengenai peramalan harga emas saat pandemi Covid-

19 menggunakan model hibrida ARIMA – SVR. Hasil penelitian menunjukkan bahwa nilai MAPE 

model hibrida ARIMA – SVR pada data training sebesar 0,355% dan data testing sebesar 4,001% yang 

lebih kecil dari nilai MAPE model ARIMA pada data training sebesar 0,903% dan data testing sebesar 

4,076%. Berdasarkan nilai MAPE tersebut, dapat disimpulkan bahwa model hibrida ARIMA – SVR 

lebih baik daripada model ARIMA. 

Zhang dkk. [11] melakukan peramalan mengenai emergency patient flow menggunakan model 

hibrida ARIMA – SVR. Hasil penelitian menunjukkan bahwa model hibrida ARIMA – SVR lebih baik 

karena memiliki nilai MAPE sebesar 7,02% yang lebih kecil daripada model ARIMA dengan MAPE 

7,21% dan model SVR dengan MAPE 7,36%. 

Gusthvi dkk. [12] telah melakukan penelitian mengenai peramalan harga bitcoin menggunakan 

model hibrida ARIMA – SVR. Hasil penelitian menunjukkan bahwa nilai MAPE model hibrida ARIMA 

– SVR pada data training sebesar 0,36511% dan data testing sebesar 0,21229% yang lebih kecil dari 

nilai MAPE model ARIMA pada data training sebesar 0,37348% dan data testing sebesar 0,22356%. 

Berdasarkan nilai MAPE tersebut, dapat disimpulkan bahwa model hibrida ARIMA – SVR lebih baik 

daripada model ARIMA. 

Berdasarkan penelitian yang telah dilakukan sebelumnya, model hibrida ARIMA – SVR 

menunjukkan hasil yang baik untuk melakukan peramalan karena memiliki nilai MAPE yang kecil. Oleh 

karena itu, pada penelitian ini dilakukan peramalan harga penutupan saham PT Bank Rakyat Indonesia 

Tbk dengan menggunakan model hibrida ARIMA – SVR. Model terbaik ditentukan berdasarkan nilai 

MAPE terkecil. 

 

 



KONSTELASI: Konvergensi Teknologi dan Sistem Informasi 

Vol.5 No.2, Desember 2025 

 

  
 

34 
 

2. Metode 

Data yang digunakan dalam penelitian merupakan data sekunder berupa harga penutupan saham harian 

PT Bank Rakyat Indonesia Tbk yang diperoleh dari Yahoo Finance, mencakup periode 2 Januari 2023 

hingga 29 Februari 2024. Data yang digunakan sebanyak 279 data yang dibagi menjadi 239 data training 

(2 Januari 2023 hingga 29 Desember 2023) dan 40 data testing (2 Januari 2024 hingga 29 Februari 

2024). 

Pemodelan yang dilakukan dalam penelitian ini terdiri dari tiga tahap utama, yaitu pemodelan 

ARIMA, pemodelan SVR, dan pemodelan hibrida ARIMA – SVR. Pada tahap pertama, yaitu pemodelan 

ARIMA, proses dimulai dengan mengidentifikasi pola dari data training melalui visualisasi plot data. 

Selanjutnya dilakukan uji stasioneritas terhadap variansi menggunakan transformasi Box-Cox dan uji 

stasioneritas terhadap rata-rata dengan melihat plot ACF data. Setelah data dinyatakan stasioner, orde 

ARIMA ditentukan berdasarkan pola yang terlihat pada plot ACF dan PACF. Model ARIMA yang 

terbentuk kemudian dilakukan uji signifikansi parameter dan uji diagnostik model melalui uji normalitas 

residu menggunakan uji Kolmogorov-Smirnov serta uji white noise dengan uji Ljung-Box. Model 

ARIMA yang telah memenuhi seluruh uji diagnostik, kemudian dilakukan peramalan dan dihitung 

residu setiap model ARIMA. 

Tahap kedua adalah pemodelan SVR, di mana residu dari model ARIMA yang diperoleh pada 

data training digunakan sebagai input untuk model SVR. Selanjutnya menentukan nilai hyperparameter 

𝐶, 𝜀, 𝛾, dan 𝑟 dengan cara trial and error dan menguji beberapa kernel, yaitu linear, RBF, dan sigmoid 

[13]. Proses optimasi model dilakukan menggunakan algoritma grid search time series cross validation 

untuk memperoleh kombinasi parameter yang memberikan performa terbaik [14]. Model SVR optimal 

yang diperoleh kemudian digunakan untuk melakukan proses peramalan. 

Tahap terakhir adalah pemodelan hibrida ARIMA – SVR. Pada tahap ini, hasil peramalan dari 

model ARIMA pada tahap pertama dijumlahkan dengan hasil peramalan dari model SVR terhadap 

residu pada tahap kedua menggunakan rumus hibrida pada Persamaan (1) sebagai berikut [15]. 

𝑦̂𝑡 = 𝑍̂𝑡 + 𝑋̂𝑡 (1) 

dengan 

𝑦̂𝑡 : nilai peramalan model hibrida ARIMA – SVR, 

𝑍̂𝑡 : nilai peramalan dari model ARIMA pada waktu ke-t, 

𝑋̂𝑡  : nilai peramalan dari model SVR pada waktu ke-𝑡. 

Evaluasi kinerja dari model dilakukan dengan menghitung nilai kesalahan peramalan menggunakan 

Mean Absolute Percentage Error (MAPE) pada data training dan data testing. 

 

3. Hasil dan Pembahasan 

3.1. Pemodelan ARIMA 

Pemodelan ARIMA dilakukan berdasarkan data training. Plot data training harga penutupan saham PT 

Bank Rakyat Indonesia Tbk disajikan dalam Gambar 1. 

 

Gambar 1. Plot Data Training Harga Penutupan Saham  

PT Bank Rakyat Indonesia Tbk 
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Gambar 1 menunjukkan bahwa data training harga penutupan saham PT Bank Rakyat Indonesia 

Tbk periode 2 Januari – 29 Desember 2023 cenderung naik. Hal ini berarti bahwa data training harga 

penutupan saham PT Bank Rakyat Indonesia Tbk memiliki pola tren naik yang mengindikasikan data 

tidak stasioner. 

Transformasi Box-Cox dapat dilakukan untuk melihat apakah data stasioner dalam variansi atau 

tidak. Hasil dari transformasi Box-Cox yang telah dilakukan diperoleh nilai 𝜆 = 1.  Hal ini berarti bahwa 

data stasioner dalam variansi dan tidak perlu dilakukan transformasi. Selanjutnya, melihat apakah data 

stasioner dalam rata-rata melalui plot ACF data training yang disajikan dalam Gambar 2. 

 

Gambar 2. Plot ACF Data Training 

Gambar 2 menunjukkan bahwa plot ACF data training menurun secara perlahan mendekati nol 

yang berarti bahwa data tidak stasioner dalam rata-rata. Oleh karena itu, perlu dilakukan differencing 

agar data stasioner. Hasil differencing disajikan dalam Gambar 3. 

 

Gambar 3. Plot Hasil Differencing Pertama Pada Data Training 

Gambar 3 menunjukkan bahwa setelah dilakukan differencing pertama, data memiliki fluktuasi 

di sekitar nilai rata-rata yang konstan. Hal tersebut berarti bahwa data telah stasioner dalam rata-rata. 

Setelah data sudah stasioner dalam variansi dan rata-rata, selanjutnya dapat dilakukan pemodelan 

ARIMA, yaitu penentuan orde AR(𝑝) dan MA(𝑞). Penentuan orde 𝑝 dapat dilihat dari plot PACF, 

sedangkan orde 𝑞 dapat dilihat dari plot ACF. Plot ACF dan PACF data training yang telah stasioner 

disajikan dalam Gambar 4 dan Gambar 5. 
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Gambar 4. Plot ACF Data Training Setelah Differencing Pertama 

Gambar 4 menunjukkan plot ACF data training setelah dilakukan differencing pertama dan 

terlihat bahwa lag ke-1 keluar dari batas kritis. Oleh karena itu, orde 𝑞 yang mungkin adalah 1. 

Sementara itu, plot PACF data training setelah differencing pertama disajikan dalam Gambar 5. 

 

Gambar 5. Plot PACF Data Training Setelah Differencing Pertama 

Gambar 5 menunjukkan plot PACF data training setelah dilakukan differencing pertama dan terlihat 

bahwa lag ke-1 dan ke-4 keluar dari batas kritis. Oleh karena itu, orde 𝑝 yang mungkin adalah 1 dan 4. 

Setelah menentukan orde 𝑝, 𝑑, dan 𝑞, didapatkan lima kemungkinan model ARIMA yang terbentuk, 

yaitu ARIMA (0,1,1), ARIMA (1,1,1), ARIMA (1,1,0), ARIMA (4,1,0), dan ARIMA (4,1,1). Kelima 

model ARIMA tersebut dilakukan estimasi dan uji signifikansi pada setiap parameter modelnya. Model 

dikatakan layak apabila seluruh estimasi parameternya memiliki nilai 𝑝𝑣𝑎𝑙𝑢𝑒 < 𝛼 = 0,05. Hasil estimasi 

parameter dan uji signifikansi model disajikan dalam Tabel 1. 

Tabel 1. Hasil estimasi parameter dan uji signifikansi model 

Model Estimasi Parameter 𝒑𝒗𝒂𝒍𝒖𝒆 Kesimpulan 

ARIMA (0,1,1) 𝜃1= 0,1275 0,049 Signifikan 

ARIMA (1,1,0) 𝜙1= -0,1272 0,049 Signifikan 

ARIMA (1,1,1) 𝜙1= -0,088 0,863 Tidak Signifikan 

𝜃1= 0,039 0,939 Tidak Signifikan 

ARIMA (4,1,0) 𝜙1 = -0,1288 0,048 Signifikan 

𝜙2 = -0,0073 0,911 Tidak Signifikan 

𝜙3 = -0,0235 0,721 Tidak Signifikan 

𝜙4 = -0,1282 0,051 Tidak Signifikan 

ARIMA (4,1,1) 𝜙1 = -0,018 0,971 Tidak Signifikan 

𝜙2 = 0,0066 0,942 Tidak Signifikan 

𝜙3 = -0,0230 0,725 Tidak Signifikan 

𝜙4 = -0,1275 0,057 Signifikan 

𝜃1= 0,112 0,825 Tidak Signifikan 
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Tabel 1 menunjukkan bahwa terdapat dua model yang memenuhi uji signifikansi, yaitu ARIMA 

(0,1,1) dan ARIMA (1,1,0). Model yang telah memenuhi uji signifikansi, selanjutnya dilakukan 

pengujian residu model. Model harus memenuhi asumsi residu, yaitu berdistribusi normal dan white 

noise. Uji normalitas dilakukan dengan uji Kolmogorov-Smirnov. Hasil uji normalitas residu disajikan 

dalam Tabel 2. 

Tabel 2. Uji normalitas residu model 

Model 𝒑𝒗𝒂𝒍𝒖𝒆 Kesimpulan 

ARIMA (0,1,1) 0,059 Normal 

ARIMA (1,1,0) 0,068 Normal 

Tabel 2 menunjukkan bahwa kedua residu model telah memenuhi uji normalitas dan selanjutnya 

dilakukan uji white noise. Hasil uji white noise disajikan dalam Tabel 3. Tabel 3 menunjukkan bahwa 

kedua model memiliki nilai 𝑝𝑣𝑎𝑙𝑢𝑒 pada lag ke-24 > 𝛼 = 0,05. Oleh karena itu, residu model memenuhi 

uji asumsi white noise atau tidak terdapat korelasi antar residu. 

Tabel 3. Hasil uji white noise residu model 

Model 𝒑𝒗𝒂𝒍𝒖𝒆 Kesimpulan 

ARIMA (0,1,1) 0,544 White noise 

ARIMA (1,1,0) 0,523 White noise 

Tabel 3 menunjukkan bahwa kedua model memiliki nilai 𝑝𝑣𝑎𝑙𝑢𝑒 hingga lag ke-24 > 𝛼 = 0,05 

yang dipilih untuk memastikan bahwa residu tidak   mengandung autokorelasi dalam jangka waktu yang 

lebih panjang. Oleh karena itu, residu model memenuhi uji asumsi white noise, yaitu tidak terdapat 

korelasi antar residu.   

Model ARIMA (0,1,1) dan ARIMA (1,1,0) telah memenuhi kedua asumsi residu, yaitu normalitas 

dan white noise. Selanjutnya, kedua model tersebut dapat digunakan untuk pemodelan pada Support 

Vector Regression. Berikut adalah persamaan peramalan untuk model ARIMA (0,1,1) dan ARIMA 

(1,1,0). 

Persamaan peramalan model ARIMA (0,1,1) disajikan dalam Persamaan (2) sebagai berikut. 

𝑍𝑡̂ = 𝑍𝑡−1 − (0,1275)𝑎𝑡−1 (2) 

Sementara itu, persamaan peramalan model ARIMA (1,1,0) disajikan dalam Persamaan (3). 

𝑍𝑡̂ = (0,8728)𝑍𝑡−1 + (0,1272)𝑍𝑡−2 (3) 

Perbandingan data testing dengan peramalan data testing ARIMA (0,1,1) ditunjukkan pada Gambar 6. 

 

Gambar 6. Plot Data Testing dan Peramalan Data Testing ARIMA (0,1,1) 

Gambar 6 menunjukkan perbandingan antara data testing dan peramalan data testing ARIMA 

(0,1,1). Garis biru menunjukkan nilai sebenarnya dari data testing, sedangkan garis merah menunjukkan 

hasil peramalan dari data testing ARIMA (0,1,1). Gambar 6 menunjukkan bahwa hasil peramalan data 
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testing ARIMA (0,1,1) berhasil mengikuti pola nilai aktual dari data testing. Sementara itu, 

perbandingan data testing dengan peramalan data testing ARIMA (1,1,0) ditunjukkan pada Gambar 7. 

 

Gambar 7. Plot Data Testing dan Peramalan Data Testing ARIMA (1,1,0) 

Gambar 7 menunjukkan perbandingan antara data testing dan peramalan data testing ARIMA 

(1,1,0). Garis biru menunjukkan nilai sebenarnya dari data testing, sedangkan garis merah menunjukkan 

hasil peramalan dari data testing ARIMA (1,1,0). Gambar 7 juga menunjukkan bahwa hasil peramalan 

data testing ARIMA (1,1,0) berhasil mengikuti pola nilai aktual dari data testing. 

 

3.2. Pemodelan Support Vector Regression 

Pemodelan dengan SVR menggunakan residu ARIMA yang telah memenuhi uji asumsi residu. Residu 

data training digunakan sebagai input pada pemodelan SVR. Sebelum melakukan pemodelan, data 

ditransformasi ke dalam rentang 0 hingga 1 menggunakan normalisasi min-max.  

Data yang telah dinormalisasi kemudian digunakan untuk pemodelan dengan SVR menggunakan 

beberapa fungsi kernel, yaitu linear, RBF, dan sigmoid. Penentuan kombinasi parameter dan kernel 

terbaik dilakukan dengan grid search time series cross-validation menggunakan tiga fold. Penentuan 

hyperparameter 𝐶, 𝜀, 𝛾, dan 𝑟 melalui trial and error ditunjukkan pada Tabel 4. 

Tabel 4. Nilai Hyperparameter Model SVR 

Hyperparameter Nilai Hyperparameter 

𝐶 0,1, 1, 10, 100, 1000 

𝜀 0,01, 0,1, 1, 10, 100 

𝛾 0,1, 0,2, 0,3, 0,4, 0,5 

𝑟 0,1, 1, 10 

Tabel 4 menunjukkan rentang nilai hyperparameter yang digunakan dalam pencarian kombinasi 

terbaik untuk model SVR. Kombinasi hyperparameter terbaik dari masing-masing kernel dipilih 

berdasarkan nilai rata-rata MSE terkecil. Perbandingan nilai rata-rata MSE dari masing-masing kernel 

dapat dilihat pada Tabel 5. 

Tabel 5. Perbandingan Nilai MSE dari Masing-masing Kernel 

Model 

ARIMA 

Kernel MSE 

ARIMA 

(0,1,1)  

Linear (𝐶 = 0,1, 𝜀 = 0,01) 0,0203244 

RBF (𝐶 = 0,1, 𝜀 = 0,01, 𝛾 = 0,3) 0,0202511 

Sigmoid (𝐶 = 0,1, 𝜀 = 0,01, 𝛾 = 0,2, 𝑟 = 0,1) 0,0202873 

ARIMA 

(1,1,0)  

Linear (𝐶 = 0,1, 𝜀 = 0,01) 0,0202401 

RBF (𝐶 = 0,1, 𝜀 = 0,01, 𝛾 = 0,3) 0,0201398 

Sigmoid (𝐶 = 0,1, 𝜀 = 0,01, 𝛾 = 0,2, 𝑟 = 0,1) 0,0201837 
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Tabel 5 menunjukkan bahwa nilai MSE terkecil untuk model ARIMA (0,1,1) didapatkan dari 

kernel Radial Basis Function (RBF) dengan 𝐶 = 0,1,  𝜀 = 0,01, dan 𝛾 = 0,3. Nilai MSE terkecil untuk 

model ARIMA (1,1,0) didapatkan dari kernel Radial Basis Function (RBF) dengan 𝐶 = 0,1,  𝜀 = 0,01, 

dan 𝛾 = 0,3. 

Peramalan model SVR pada ARIMA (0,1,1) menggunakan kernel RBF disajikan dalam Persamaan 

(4). 

𝑋̂𝑡 = ∑(

𝑁𝑆𝑉

𝑙=1

𝛼𝑙 − 𝛼𝑙
∗)𝐾(𝒙𝑙 , 𝒙𝑡) + 𝑏 

𝑋̂𝑡 = ∑(𝛼𝑙 − 𝛼𝑙
∗) exp(−𝛾‖𝒙𝑙 − 𝒙𝑡‖2)

𝑁𝑆𝑉

𝑙=1

+ 𝑏 

𝑋̂𝑡 = ∑(𝛼𝑙 − 𝛼𝑙
∗)exp(−0,3‖𝒙𝑙 − 𝒙𝑡‖2)

218

𝑙=1

+ 0,52472623 (4) 

Sementara itu, peramalan model SVR pada ARIMA (1,1,0) menggunakan kernel RBF disajikan dalam 

Persamaan (5). 

𝑋̂𝑡 = ∑(

𝑁𝑆𝑉

𝑙=1

𝛼𝑙 − 𝛼𝑙
∗)𝐾(𝒙𝑙 , 𝒙𝑡) + 𝑏 

𝑋̂𝑡 = ∑(𝛼𝑙 − 𝛼𝑙
∗) exp(−𝛾‖𝒙𝑙 − 𝒙𝑡‖2)

𝑁𝑆𝑉

𝑙=1

+ 𝑏 

𝑋̂𝑡 = ∑ (𝛼𝑙 − 𝛼𝑙
∗)exp(−0,3‖𝒙𝑙 − 𝒙𝑡‖2)

218

𝑙=1

+ 0,52781514 (5) 

 

3.3. Pemodelan dengan Hibrida ARIMA – SVR 

Hasil peramalan pada model hibrida diperoleh dengan menambahkan hasil peramalan dari model 

ARIMA dengan hasil peramalan dari model SVR. Model hibrida pertama dibentuk dengan 

menambahkan hasil peramalan dari model ARIMA (0,1,1), yaitu Persamaan (2), dengan hasil peramalan 

dari SVR, yaitu Persamaan (4). Model hibrida kedua diperoleh dengan menambahkan hasil peramalan 

dari model ARIMA (1,1,0), yaitu Persamaan (3), dengan hasil peramalan dari SVR, yaitu Persamaan 

(5). Kedua model hibrida tersebut sesuai dengan rumus hibrida yang dijelaskan pada Persamaan (1). 

𝒚̂𝒕 = 𝒁̂𝒕 + 𝑿̂𝒕 

dengan 𝒁̂𝒕 didapatkan dari peramalan model ARIMA (0,1,1) ataupun ARIMA (1,1,0) dan 𝑿̂𝒕  

didapatkan dari peramalan model SVR.   

 

3.4. Pemilihan Model Hibrida Terbaik 

Model hibrida terbaik dipilih berdasarkan nilai MAPE terkecil. Adapun ringkasan nilai MAPE model 

hibrida dapat dilihat pada Tabel 6. 

Tabel 6. Nilai MAPE model hibrida data training dan data testing 

Model MAPE Data Training MAPE Data Testing 

ARIMA (0,1,1) 

ARIMA (1,1,0) 

ARIMA (0,1,1) – SVR 

1,0119% 

1,0125% 

0,9742% 

1,199% 

1,202% 

1,212% 

ARIMA (1,1,0) – SVR 0,9743% 1,193% 

Tabel 6 menunjukkan bahwa pada data training dan testing, model hibrida ARIMA (0,1,1) – SVR 

memiliki nilai MAPE yang lebih kecil daripada model hibrida ARIMA (1,1,0) – SVR dan model 
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ARIMA (0,1,1) maupun ARIMA (1,1,0). Perbandingan antara peramalan data testing model hibrida 

ARIMA (0,1,1) – SVR dengan data testing harga penutupan saham PT Bank Rakyat Indonesia Tbk 

ditunjukkan pada Gambar 8. 

 

 

Gambar 8. Plot Perbandingan Data Testing Dan Peramalan Hibrida 

ARIMA (0,1,1) – SVR 

Gambar 8 menunjukkan bahwa peramalan model hibrida ARIMA (0,1,1) – SVR cenderung 

mendekati data testing. Oleh karena itu, dapat disimpulkan bahwa model hibrida ARIMA (0,1,1) – SVR 

merupakan model hibrida terbaik dibandingkan model hibrida ARIMA (1,1,0) – SVR. 

 

4. Kesimpulan dan Saran 

4.1. Kesimpulan 

Berdasarkan hasil analisis dan pembahasan yang telah dilakukan mengenai peramalan harga penutupan 

saham PT Bank Rakyat Indonesia Tbk menggunakan model hibrida ARIMA – SVR, dapat ditarik 

kesimpulan sebagai berikut. 

1. Model hibrida terbaik untuk peramalan harga penutupan saham PT Bank Rakyat Indonesia Tbk 

periode 2 Januari 2023 – 29 Februari 2024 adalah model hibrida ARIMA (0,1,1) – SVR 

menggunakan kernel Radial Basis Function (RBF) dengan hyperparameter 𝐶 = 0,1,  𝜀 = 0,01, 

dan 𝛾 = 0,3. 

2. Peramalan harga penutupan saham PT Bank Rakyat Indonesia Tbk menggunakan model hibrida 

ARIMA (0,1,1) – SVR menghasilkan nilai MAPE data training sebesar 0,9742% dan MAPE data 

testing sebesar 1,192%. 

 

4.2. Saran 

Saran penelitian ini untuk peneliti selanjutnya yaitu dapat menambah variasi kombinasi hyperparamater 

pada model SVR untuk meningkatkan performa peramalan. Selain itu, penggunaan model hibrida lain, 

seperti hibrida ARIMA – NN juga dapat dilakukan agar hasil peramalan dapat dibandingkan dengan 

model hibrida ARIMA – SVR yang digunakan dalam penelitian ini. 
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